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Abstract

In the design and analysis of revenue-maximizing auctions, auction performance is typ-
ically measured with respect to a prior distribution over inputs. The most obvious source
for such a distribution is past data. The goal of this paper is to understand how much data
is necessary and sufficient to guarantee near-optimal expected revenue.

Our basic model is a single-item auction in which bidders’ valuations are drawn indepen-
dently from unknown and non-identical distributions. The seller is given m samples from
each of these distributions “for free” and chooses an auction to run on a fresh sample. How
large does m need to be, as a function of the number k of bidders and € > 0, so that a
(1 — e)-approximation of the optimal revenue is achievable?

We prove that, under standard tail conditions on the underlying distributions, m =
poly(k, %) samples are necessary and sufficient. Our lower bound stands in contrast to
many recent results on simple and prior-independent auctions and fundamentally involves
the interplay between bidder competition, non-identical distributions, and a very close (but
still constant) approximation of the optimal revenue. It effectively shows that the only way
to achieve a sufficiently good constant approximation of the optimal revenue is through a
detailed understanding of bidders’ valuation distributions. Our upper bound is constructive
and applies in particular to a variant of the empirical Myerson auction, the natural auction
that runs the revenue-maximizing auction with respect to the empirical distributions of the
samples.

Our sample complexity lower bound depends on the set of allowable distributions, and
to capture this we introduce a-strongly regular distributions, which interpolate between the
well-studied classes of regular (o = 0) and MHR (« = 1) distributions. We give evidence
that this definition is of independent interest.

1 Introduction

Comparing the revenue of two different auctions requires an analysis framework for trading off
performance on different inputs. For instance, in a single-item auction, a second-price auction
with a reserve price r > 0 will earn more revenue than a second-price auction with no reserve
price on some inputs, and less on others. Which auction is better?

The conventional approach in auction theory is Bayesian, or average-case, analysis. That
is, bidders’ valuations are assumed to be drawn from a distribution, and one auction is defined
to be better than another if it has higher expected revenue with respect to this distribution.
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The optimal auction is then the one with the highest expected revenue. The optimal auction
depends on the assumed distribution, in some cases in a detailed way.

While there is now a significant body of work on worst-case revenue maximization (see [25]),
a majority of modern computer science research on revenue-maximizing auctions uses Bayesian
analysis to measure auction performance (see [24]). Since the comparison between auctions
depends fundamentally on the assumed distribution, an obvious question is: where does this
prior distribution come from, anyway?

In most applications, and especially in computer science contexts, the answer is equally
obvious: from past data. For example, in Yahoo!’s keyword auctions, Bayesian analysis was
used to provide guidance on how to set per-click reserve prices, and the valuation distributions
used in this analysis are derived straightforwardly from bid data from the recent past [35]. This
is a natural approach, but how well does it work?

1.1 The Model

The goal of this paper is to understand how much data is necessary and sufficient to guarantee
near-optimal expected revenue. Our model is the following. There are k bidders in a single-item
auction. The valuation (i.e., willingness-to-pay) of bidder 7 is a sample from a distribution F;.
The F;’s are independent but not necessarily identical.

The distribution F = Fj X - - - X F}, is unknown to the seller. The “data” comes in the form of
m independent and identically distributed (i.i.d.) samples v, ..., v(™ from F — equivalently,
m i.i.d. samples from each of the k individual distributions Fi, ..., Fi. The seller observes the
samples and then commits to a truthful auction AE| We call this function from samples to
auctions an m-sample auction strategy. The seller then earns the revenue of its chosen auction
A on the “real” input, a fresh independent sample v(™*1) from F. See also Figure |1, We can
state our main question as follows.

(*) How many samples m are necessary and sufficient for the existence of an m-sample auction
strategy that, for every distribution F in some class D, has expected revenue at least (1 —¢)
times that of the optimal auction for F?

The expected revenue of an auction strategy is with respect to both the samples vV, ... v(™)

and the input vt — ie. over m + 1 i.i.d. samples from F. The expected revenue of an
optimal auction is with respect to a single sample (the input) from F. Our formalism is inspired
by computational learning theory [3§].

The answer to the question (*) could be a function of up to three different parameters:
the error tolerance ¢, the number k of bidders, and the set D of allowable distribution&ﬂ It is
clear that some restriction on D is necessary for the question (*) to be interesting: without any
restriction, no finite number of samples is sufficient to guarantee near-optimal revenue, even
when there is only one bidderﬁ

! An auction is truthful if truthful bidding is a dominant strategy for every bidder. That is: for every bidder 4,
and all possible bids by the other bidders, ¢ maximizes its expected utility (value minus price paid) by bidding
its true value. For single-item auctions, the optimal expected revenue of any (possibly non-truthful) auction,
measured at a Bayes-Nash equilibrium with respect to the prior distribution, is no larger than that of the optimal
truthful auction. Also, the restriction to dominant strategies is natural given our assumption of an unknown
distribution.

2 As the distribution F is unknown, we seek uniform sample complexity bounds, meaning bounds that depend
only on D and not on F.

3To see this, consider all distributions that take on a value M? with probability ﬁ and 0 with probability
1-— % The optimal auction for such a distribution earns expected revenue M. It is not difficult to prove that,
for every m, there is no m-sample auction strategy with near-optimal revenue for every such distribution —
for sufficiently large M, all m samples are 0 with high probability and the auction strategy has to resort to an
uneducated guess for M.
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Figure 1: A single-item auction A is chosen as a function of s i.i.d. samples v, ..., v, from an
unknown distribution F} X --- X F,, and applied to a fresh sample v,; 1 from the same distri-
bution. The benchmark is the expected revenue of the Myerson-optimal auction for Fy, ..., F,.

Our model can be viewed as an interpolation between worst-case and average-case analysis.
It inherits much of the robustness of the worst-case model, since we demand guarantees for
every underlying F', while allowing very good approximation guarantees with respect to a strong
benchmark.

1.2 Distributional Assumptions

Two distributional assumptions that have been extensively used (see e.g. [24]) are the regularity
and monotone hazard rate (MHR) conditions. The former asserts that the “virtual valuation”
function v; — 1}_12)(_7;1') is nondecreasing, where f; is the density of F;, while the second imposes

the strictly stronger condition that 5 f Z}”gg) is nondecreasing. The “most tail-heavy” regular

distribution has the distribution function Fj(v;) = 1 — ﬁ, while the most tail-heavy MHR
distributions are the exponential distributions.

Our lower bound on the sample complexity of revenue maximization depends on the set
of allowable distributions, and to capture this we introduce a parameterized condition that
interpolates between the regularity and MHR conditions; this condition is also useful in other
contexts (see Section [4]).

Definition 1.1. (a-STRONGLY REGULAR DISTRIBUTION) Let F' be a distribution with positive
density function f on its support [a,b], where 0 < a < 0o and a < b < co. Let p(v) = v— 1}5}()”)

denote the corresponding virtual valuation function. F' is a-strongly regular if

p(y) —p(z) > aly — ) (1)

whenever y > x > 0.

For distributions with a differentiable virtual valuation function ¢, condition is equiv-
alent to ‘é—f > «a. Regular and MHR distributions are precisely the 0- and 1-strongly regular
distributions, respectively. A product distribution F = F} x - - - X F} is called a-strongly regular
if each F; is a-strongly regular. For the lower bound, we take the set D of allowable distributions
in (*) to be the a-strongly regular distributions for a parameter « € [0, 1].

1.3 Our Results

Our main result is that m = poly(k, %) samples are necessary and sufficient for the existence
of an m-sample auction strategy that, for every strongly regular distribution F, has expected
revenue at least (1 — €) times that of an optimal auction.



Both our upper and lower bounds on the sample complexity of revenue maximization are
significant. For the lower bound, it is far from obvious that the number of samples per bidder
needs to depend on k at all, let alone polynomially. Indeed, for many relaxations of the problem
we study, the sample complexity is a function of € only.

e If there is an unlimited supply of items (digital goods), then the problem reduces to sepa-
rate single-bidder problems, for which poly(%) samples suffice for a (1 — €)-approximation
for all regular distributions [I8, Lemma 4.1].

e If bidder valuations are independent and identical draws from an unknown regular distri-
bution, then poly( %) samples suffice for a (1 — €)-approximation [I8, Theorem 4.3].

o Ifonly a %—approximation of the optimal expected revenue is required, then only a single

sample is required. This follows from a generalization of the Bulow-Klemperer theorem [7]
to non-i.i.d. bidders [26, Theorem 4.4].

Thus, the necessary dependence on k fundamentally involves the interplay between bidder
competition, non-identical distributions, and a very close (but still constant) approximation of
the optimal revenue.

On a conceptual level, our lower bound shows that designing c-approximate auctions for
constants ¢ sufficiently close to 1 is a qualitatively different problem than for more modest
constants like i. For example, previous work has demonstrated that auctions with reasonably
good approximation factors are possible with minimal dependence on the valuation distributions
(e.g. [9 26| 2]) or even, when there is no bidder with a unique valuation distribution, with no
dependence on the valuation distributions [I7, I8, 36]. Another interpretation of some previous
results, such as [I1], 9], is the existence of constant-factor approximate auctions that derive
no benefit from bidder competition. Our lower bound identifies, for the first time, a constant
approximation threshold beyond which “robustness” and “prior-independence” results of these
types cannot extend. Our argument formalizes the idea that, with two or more non-identical
bidders, the only way to achieve a sufficiently good constant approximation of the optimal
revenue is through a detailed understanding of bidders’ valuation distributions and an essentially
optimal resolution of bidder competition.

We provide an upper bound on the number of samples needed for near-optimal approxima-
tion by analyzing a natural auction strategy. Recall that for a distribution F that is known a
priori, Myerson’s optimal auction gives the item to the bidder with the highest virtual valua-

: _ 1—F;(v;) . . . . .
tion ¢;(vi) = vi — =, {0y Or to no one if all virtual valuations are negative [33]. The empirical
Myerson auction is the obvious analog when one has data rather than distributional knowledge:
define F; as the empirical distribution of the samples from Fj, and run the optimal auction for
FE| We prove that a variant on the empirical Myerson auction has expected revenue at least
(1 — €) times optimal provided it is given a sufficiently large polynomial number of samplesﬁ
A key aspect in our analysis is identifying the (non-pointwise) sense in which empirical virtual
valuation functions approximate the actual virtual valuation functions; this is non-trivial even

for the special case of MHR distributions.

4Since the empirical distributions are generally not regular even when the underlying distributions F are, a
standard extra “ironing” step is required; see Section El for details.

SLeft unmodified, the empirical Myerson mechanism can be led astray by poor approximations at the upper
end of the valuation distributions caused by a small sample effect. We prove that excluding the very highest
samples from the empirical distributions addresses the problem.



1.4 Technical Approach

The proofs of our upper and lower bounds are fairly technical, so we provide here an overview of
the main ideas. We begin with the upper bound, which roughly consists of the following steps.

1. (Lemma [6.2) For some fixed bidder with distribution F', consider the corresponding m
samples v > -+ > vp,. Define the “empirical quantile” g; of v; as %, the expected
quantile of the jth order statistic. Taking a “net” of quantiles and applying standard
large deviation bounds shows that all but the bottom é fraction of the empirical quantiles
are good multiplicative approximations of their expectations with high probability; here

é > 0 is a key parameter that will depend on k and e.

2. (Lemma Recall that the expected revenue of an auction equals its expected virtual
welfare [33]. Myerson’s optimal auction maximizes virtual welfare pointwise, whereas our
auction maximizes (ironed) empirical virtual welfare pointwise. In a perfect world, we
would be able to argue that the empirical virtual valuation functions are good pointwise
approximations of the true virtual valuation functions, and hence the expected virtual
welfare of our auction is close to that of Myerson’s auction. Unfortunately, good relative
approximation of quantiles does not necessarily translate to good relative approximation

of virtual valuations. The reason is that a virtual valuation function v — 1}5)()U) can
change arbitrarily rapidly in a region where the density changes rapidly (even for MHR

distributions).

We instead prove a different sense in which empirical virtual values approximate actual
virtual values, working in the (quantile) domain as well as in the range of the virtual
valuation functions. Recall that the quantile ¢(v) is defined as 1 — F'(v). We show that for
suitable A1, As > 0, for all but the top é fraction of quantiles in [0, 1], with high probability
the empirical virtual value ¢(q) is sandwiched between ¢(q(1 4+ A1)) and p(q/(1 + As)),
modulo small additive factors. (By ¢(q) we mean o(F~(1 —¢)).) The additive factors
are functions of 1/q, as well as of k and ¢, which complicates the analysis.

3. (Lemmas and Consider a fixed bidder ¢. By the previous step, up to additive
factors, we can lower bound the virtual welfare contributed by a bidder ¢ with a quantile
gi = 1 — F;(v;) outside the top f fraction in the empirical Myerson mechanism by the
virtual value contributed by 7 in the optimal auction when it has a quantile of ¢;(1+ A1).
Or not quite: an additional issue is that the empirical virtual valuation of a different
bidder j with quantile ¢; might be larger than its true virtual value, leading the empirical
Myerson auction to allocate to j over the rightful winner ¢, and resulting in a reduction in
the total virtual welfare being accumulated as compared to the actual Myerson auction.
The difference in virtual values is bounded by the additive factors described in ; as
the outcomes are determined in the empirical auction, we will need two sets of factors:
for bidder i, the factors from the lower sandwiching bound, and for bidder j, the factors
from the upper sandwiching bound. We will show that there is only a small probability of
large additive factors, which suffices to bound the expected reduction in revenue when the
additive factors are large. When the additive factors are small, their contribution to the
reduction in revenue is also small. All the reductions end up being polynomial functions
of k and e.

4. (Lemma and There is one more issue. Because of the shift in quantile space —
we compare the virtual value in the Myerson auction at quantile ¢;(1+ A1) to the virtual
value in the empirical auction at quantile g; — and also because the reserve prices in
the two auctions may differ, we also have to analyze the revenue loss at the lower end of



the distributions, or more precisely, around the reserve prices. This too is a polynomial
function of k£ and e.

We now discuss the lower bound proof. This involves arguing that, if the number of samples
is too small, then for every auction strategy, there exists a distribution for which the auction
strategy’s expected revenue is not near-optimal. We prove this by exhibiting a “distribution
of distributions” and proving that every auction strategy has expected revenue — where the
expectation is now with respect to both the initial random choice of the valuation distributions,
and then with respect to both the m samples and the input — bounded away from the expected
revenue of an optimal auction (where the expectation is over both the choice of distributions
and the input). We are unaware of any other lower bounds in auction theory that have this
form.

Our construction involves taking a base set of “worst-case” a-strongly regular distributions
and truncating them at random points. A key observation is that, when such a distribution is
truncated at a point H;, the corresponding virtual valuation function is linear with coefficient
a except at the truncation point, where the virtual valuation jumps to H;. The high-level
intuition is that, when confronted with valuations that are higher than those seen in any of the
samples, no auction can know whether a high valuation v corresponds to a truncation point
(with virtual value v) or not (with virtual value only a(v—1)). Properly implemented, this idea
can be used to prove that every auction strategy errs with constant probability on precisely the
set of inputs that contribute the lion’s share of the optimal revenue. The lower bound follows.

1.5 Prior and Concurrent Related Work

We provide detailed comparisons only with the papers most closely related to the present work.
For previously studied models about revenue-maximization with an unknown distribution, which
differ in various respects from our model, see [4, 29]. For other uses of samples in auction
design that differ from ours, see Fu et al. [21], who use samples to extend the Crémer-McLean
theorem [I5] to partially known valuation distributions, and Chawla et al. [10], who design
non-truthful auctions that both have equilibrium revenue within a constant of optimal and
enable accurate inference about the valuation distribution from samples. For other ways to
parameterize partial knowledge about valuations, see e.g. Azar et al. [3] and Chiesa et al. [12].
For asymptotic optimality results in various symmetric settings, which identify conditions under
which the expected revenue of some auction of interest (e.g., second-price) approaches the
optimal with an increasing number of (i.i.d.) bidders, see Neeman [34], Segal [37], Baliga and
Vohra [6], and Goldberg et al. [22]. For applications of learning theory concepts to prior-free
auction design in unlimited-supply settings, see Balcan et al. [5]. Finally, the technical issue
of ironing from samples comes up also in Ha and Hartline [23], in the context of prior-free
mechanism design, and the aforementioned Chawla et al. [I0]. Our goal of obtaining a (1 — €)-
approximation of the maximum revenue achieved by any auction is impossible in the more
demanding settings of [23, [10].

Elkind [20] studies a learning problem closely related to ours, in the restricted setting of
discrete distributions with known finite supports but with unknown probabilities. In the model
in [20], learning is done using an oracle that compares the expected revenue of pairs of auctions,
and O(n2K?) oracles calls suffice to determine the optimal auction (where n is the number of
bidders and K is the support size of the distributions). Elkind [20] notes that such oracle calls
can be implemented approximately by sampling (with high probability), but no specific sample
complexity bounds are stated.

Dhangwatnotai et al. [18], motivated by “prior-independent” auctions that are simultane-
ously approximately optimal for a wide range of valuation distributions, implicitly studied the



single-bidder version of the learning problem we that study. With one bidder, the goal is to
learn approximately the monopoly price of an unknown distribution from samples. Their results
imply sample complexity upper bounds for this problem of O(e=2) and O(e~3) for MHR and
regular distributions, respectivelyﬁ As our results show, the learning problem is quite different
and more delicate with multiple non-i.i.d. bidders.

The papers of Cesa-Bianchi et al. [§] and Medina and Mohri [30] give algorithms for learning
the optimal reserve-price-based single-item auction. Our problem of learning the best single-
item auction — whether reserve-based or otherwise — is harder. With non-i.i.d. bidders, there
need not be a reserve price for which the second-price auction has expected revenue more
than 50% times the optimal [26].

Concurrently with our work, Dughmi et al. [19] proved negative results (exponential sample
complexity) for learning near-optimal mechanisms in multi-parameter settings that are much
more complex than the single-item auctions studied here. The paper also contains positive
results for restricted classes of mechanisms.

1.6 Subsequent Related Work

The preliminary version of this paper [13] motivated several follow-up works. Huang et al. [28]
study the single-bidder version of our problem, studied implicitly in [18], and give optimal
sample complexity bounds under several different distributional assumptions. Both the upper
and lower bounds in [28] improve, in terms of the dependence on ¢!, over those implied by the
present work. This is also the only paper other than the present work that proves any sample
complexity lower bounds.

Morgenstern and Roughgarden [32] adapt tools from statistical learning theory [1] to give
general sample complexity upper bounds that cover all single-parameter settings for bounded
or MHR valuation distributions. The results in [32] apply to many more environments than
single-item auctions, and improve over the sample complexity upper bound of the present work
(even for single-item auctions), but unlike the present work, their results do not apply to regular
distributions and do not result in computationally efficient learning algorithms.

Very recently, Devanur et al. [16] devised a different learning algorithm for our problem
which provides a strict improvement on our upper bound. The sample complexity bound in [16]
is roughly the same as in [32], but the learning algorithm is computationally efficient and also
accommodates regular distributions.

Finally, Cole and Shravas investigated further applications of a-strongly regular distribu-
tions [14].

2 Preliminaries

This section reviews Myerson’s optimal single-item auction [33] for the case of known distri-
butions. There are k bidders, and for each bidder i there is a distribution F; from which its
valuation is drawn/[]

For each buyer 4, the auctioneer computes a virtual valuation p;(v) = v — [1 — F;(v)]/ fi(v),
where f; is the density function corresponding to F;. ¢;(v) is required to be a non-decreasing

5Similarly, our sample complexity upper bound naturally leads to a prior-independent single-item auction.
This auction achieves a (1 — e)-approximation of the optimal auction when bidders’ valuations are drawn from
different regular distributions Fi, ..., F and there are sufficiently many bidders of each type.

"Our results extend to the case of k groups of an arbitrary number of bidders, where all the bidders from
group ¢ have i.i.d. valuations drawn from F;. Then the sample bounds are a function of the number n of bidders,
rather than the number k of groups, but the bound is on the number of samples needed from each group of
bidders.



function of v. This holds by definition for regular distributions; in general, if this does not
hold ¢; can be modified (or ironed) so that it does hold, as implicitly explained in the next
paragraph. Next, the auctioneer runs an analog of a second-price auction on the virtual values
of the bids (virtual bids for short): the bidder, if any, with the highest non-negative virtual bid
wins the auction (ties are broken arbitrarily) and is charged the minimum bid needed to win
(or at least to tie for winning). More precisely, let ¢ be the winning bidder and let by be the
second highest virtual bid. Then the price is ¢;~!(min{0,b2}). We note that ¢; ~*(0) can be
viewed as a bidder-specific reserve price for 4; it is also called the monopoly price for i.

We can also describe the auction in terms of a revenue function. This also allows for
situations where ¢;(v) is not a nondecreasing function of v. The revenue function is computed
in quantile space: ¢;(v) =1 — Fj;(v) is the probability that ¢ will have a valuation of at least v.
Now we view v as a function of ¢;. We introduce the expected revenue function, R;(g;). It is a
function of the quantile ¢;: R;(q;) = v(q;) - ¢; is the expected revenue if i is the sole bidder and
v(q;) is the price being charged. The auctioneer computes the smallest concave upper bound
CRi(q) of Ri(q). Now ¢;(v(g;)) is defined to be the slope of CR;(g;) (this yields an increasing
function ¢;, which coincides with the previous definition in the case of regular distributions). At
points where there is no unique slope we choose ¢;(v(q)) = limysq)—q ¥i(v(¢')). The auction
then proceeds as before. Henceforth, overloading notation, we write ¢;(g;) rather than ¢;(v(g;)).

Myerson [33] proved that for every auction, the expected virtual welfare equals the expected
revenue. This result is important because, in many situations, it is much easier to reason about
expected virtual welfare than directly about expected revenue.

Theorem 2.1 (Myerson). The expected revenue of any single-item auction is given by

k

> Elei(ai) - mila)),

=1

where z;(q;) is the probability (over others’ valuations and any coin flips by the auction) that i
wins the item with a bid at quantile q; in F;.

Let g = (q1,92,...,qx) be a vector of quantiles drawn from F; x Fy x ... x F. We can
rewrite the expected revenue as

k
> Eylei(a) - wila)), = Z/ vi(gi)1i(a) da, (2)
=1 i q
where I;(q) is the indicator function showing whether i wins when the bids are at quantiles q
(or more generally, the probability that it wins). This immediately implies that allocating to a
bidder with the highest virtual value, i.e. Myerson’s auction, is optimal.

3 Statement of Main Results

We formally state our upper and lower bound results in turn.

Theorem 3.1. In a single-item auction with k bidders with independent regular valuation dis-
o . 10 . ‘ ;

tributions, if m = Q(’i—7 In3 %), then there is an m-sample auction strategy with expected revenue

at least 1 — € times that of an optimal auction.

The auction strategy in Theorem is a variant on the “empirical Myerson auction,”
described in detail in Section [6.1]

Our lower bound result has an analogous form, although the polynomial in k& and e is
considerably smaller. Our lower bound grows larger as « > 0 grows smaller.



Theorem 3.2. For every auction strateqy 3, for every k > 2, for every sufficiently small € > 0,
for every a > 0 and m satisfying:

1/2
S 1-In2 £,
. a=1andm= <9663 min{l,’i}lnmax{e”“}) Ve
_o\ 1/(1+a)
y 1/(1- 1 e T
i. 0<a<l1,al/l “)Zﬁ’andmg( g6 ) e

—a\ 1/(+e) a/(1+a)
iii. 0<a<l, 3= <a/0- <1 andm < (1790%2@13 ) ( 1 )

Fal/(—a) Ey/eETR]
; 1/(1—« 1 (1—a2t—)2
w. 0<a<l, a/( )S%, and m < —geg——;
— 1 k
v. a=0and m < 5537,
there exists a set F,..., Fy of a-strongly regular valuation distributions such that the expected

revenue of ¥ (over the m samples and the input) is less than 1 — € times that of an optimal
auction for Fi,..., Fy.

At the two extreme points of MHR distributions (a = 1) and regular distributions (a = 0),
the lower bound in Theorem |3.2is Q( m) and Q(7), respectively. In all cases, the dependence
on the number of bidders is linear or near-linear.

We prove these two theorems in Sections [6] and [f] respectively. Before that, in the next

section, we briefly indicate two applications of a-strong regularity.

4 Applications of Strong Regularity

We believe our definition of a-strongly regular distributions is of independent interest. Almost
all previous expected revenue approximation guarantees for auctions in Bayesian settings apply
to one of three sets of valuation distributions: all distributions, all regular distributions, or all
MHR distributions (see e.g. [24]). Strongly regular distributions interpolate between regular and
MHR distributions, and should broaden the reach of many existing approximation bounds that
are stated only for MHR distributions. To prove this point, we mention a couple of examples of
such extensions; we are confident that many others are possible, as has been shown subsequently
by Cole and Shravas [14].
The following property of MHR distributions is well known [27, Lemma 4.1].

Lemma 4.1 ([27]). Let F be an MHR distribution with monopoly price r. If q(r) is the quantile
of valuation r in the distribution F, then q(r) > 1.

We next show how to generalize this result to a-strongly regular distributions.

Lemma 4.2. Let F' be an a-strongly regular distribution with o € (0,1) and monopoly price r.
If q(r) is the quantile of valuation r in the distribution F, then q(r) > o!/(1=2),

Proof. Set A =1 — a. Let h(-) denote the hazard rate of F', and choose ¢ so that h(r) = %Jrc

Recall that p(v) = v — ﬁ Since ¢(r) = 0 and hence h(r) = 1/r, we have ¢ = r(1 — ).

The a-strong-regularity condition, % > «, implies that 1+ %% > «, or % (%) <A\ It

follows that, for all v < r, h(v) < ﬁ and hence



Now write H(z) = [} h(v)dv; it is well known and easy to verify that ¢(v) = e 1) We
complete the proof by deriving

q(r) _ e—H(r) _ e—for h(v)dv

> 67[% log(r+A(v—r)) |6]

1/A

_ooaloeratyy _ og(1-)) (1= N = gl/0-a),

O]

Hartline et al. [27, Theorem 4.2] study a revenue maximization problem in social networks,
and give a mechanism with approximation guarantee

[z~ 306 (3)

when players’ private valuations are drawn from MHR distributionsﬁ The MHR assumption is
used only in applying Lemma[4.1] Relaxing the distributional assumption to a-strong regularity
and reoptimizing the proof in [27, Theorem 4.2] using Lemma extends this approximation
guarantee accordingly, with the term 1/e in replaced by al/(1=)

For a second example, Hartline and Roughgarden [26, Theorem 3.2] consider downward-
closed single-parameter environmentsﬂ and prove that, when bidders’ valuations are drawn from
MHR distributions, the VCG mechanism with “eager” monopoly reserve priceﬂ has expected
revenue at least % times that of an optimal mechanism. For an a-strongly regular distribution F
with monopoly price r, and v > r, we have ¢(v) > a(v —r) and hence

1
T+ —p(v) > v;
(0]

this inequality generalizes Lemma 3.1 in [26]. Following the proof in [26, Theorem 3.2] shows
that, for every downward-closed single-parameter environment with bidders valuations drawn
from a-strongly regular distributions, the VCG mechanism with eager monopoly reserves has
expected revenue at least a%_l times that of an optimal mechanism.

5 The Lower Bound: Proof of Theorem [3.2|

Formal Statement Fix a > 0and 0 < d <1, where ¢ is sufficiently small. We show that for
every auction strategy X, there exists a set Fi,..., F} of a-strongly regular distributions such
that the expected revenue of the auction strategy (over the samples and the input) is at most

8They also give a %—approximation algorithm for arbitrary valuation distributions.

9A (binary) single-parameter environment is specified by a set of bidders and the feasible subsets of bidders
that can simultaneously win. For example, if each bidder ¢ wants a known bundle S; of items, then the feasible
subsets are those in which the bundles of the chosen bidders are pairwise disjoint. Such an environment is
downward closed if every subset of a feasible set is again feasible.

%Tn more detail, one reserve price 7; per bidder i is fixed in advance. A bid is collected from each bidder.
Bidders who bid below their reserve prices are removed from further consideration. From the remaining bidders,
the mechanism chooses winners to maximize the sum of their bids, subject to feasibility. The mechanism charges
the unique prices for which losing bidders pay 0 and truthful bidding is a dominant strategy. See [26] for details.
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the following fraction of the expected revenue of the optimal auction for F,..., Fj:

1—In2

1—e(1,8)=1— = 52 fora=1

96e3 min{1, ¢} Inmax{e, k}

1— a2t
1—6(@,5):1—# Ita for o < 1 and 1 < ot/=)

1—a27 . 1 5 1/(1—a) _ 1
1 —¢(a,0)=1- 9603 (had /=) ya fora <1and 5 <« <3z
1 5 =1- L2092 o f 1 and /(- <
—€(a,d) = T 068 ora<1anda < 5

1

1—e(a,6)—1—@5 fora=0

We note that if @ < 1, then a2'~ < 1 also. In addition, for fixed k, limaﬁo[k‘al/(l_o‘)]a =1.
Substituting k/m for § yields the bounds in Theorem For % < a < 1 and sufficiently small

constant € > 0, Q(k/e!/(1+%)) samples are necessary for a (1 — ¢)-approximation. For the MHR,
(a« = 1) case, Q(k/vVelnk) samples are necessary, and for the regular (o = 0) case, Q(k/e)
samples are needed.

The Base Distributions We identify the worst-case distributions for a given a > 0. Specif-
ically, for v € [0, 00), consider

1

1Y 1 I-a
F(v):1_<1+(1W)> for0 <a<1;
Fllo)=1—¢7" for a = 1;
f(v)z(wj> for 0 <a <1,
fllv) =e™, for a = 1.

The corresponding hazard rates are
B 1
1+ (1-a)w
ht(v) =1 for a = 1;

h*(v) for 0 <a < 1;

with virtual valuation
e*(v)=av—1 for0<a <1

A quick calculation shows that

(F) g ={ = {@H_l] Hosa<t (1)

o
lné ifa=1.

The Construction We define a distribution over distributions. Each bidder i is either type
A or type B (50/50 and independently). For a type B bidder i, we draw ¢ uniformly from the
interval [%, %] and set H; = (F*)~(1 — q). We then define bidder 4’s distribution F; as equal
to F* on [0, H;) with a point mass with the remaining probability 1 — F*(H;) at H;. For a type
A bidder we proceed similarly except that H; is set to (F*)~!(1 — ). These distributions are
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always a-strongly regular. An important point is that the virtual valuation of these bidders is
given by

av—1 ifv< H;
Ultimately, it is the gap in virtual valuation between these two cases that is responsible for the
lower bound in Theorem [3.21

A Preliminary Lemma Let qé denote the monopoly price in an auction with a single type
A bidder. We define q64 = 2%, as this is the largest quantile ¢ for which ¢(q) > 0 when o = 0.
For o > 0 we begin by determining the monopoly price g, for F¢. We note that ¢(v) = 0 when
v = é From , we deduce this oceurs at go = /07 for 0 < aw < 1, and at ¢ = % for a = 1.
Thus, for bidder 4, for 0 < a < 1, ¢} = max{2i7a1/(1_°‘)}, and for a = 1, ¢i* = max{%, %} = %
(as we can assume that k£ > 2, 6 < 1).

Let F42 denote the distribution of a type A bidder. Now let v* = (F4)~!(max{l —
a2, %}), the value corresponding to quantile min{q?, %} in F42 and let R* = min{kq}, 1}-v*,
k times the revenue at this quantile. From , we obtain that

l1-a
* 1ia|:max{(;4’k} _1:| if0<a<l1

(6)
lnmax{q%‘, k} = Inmax{e, k} ifa=1.

Lemma 5.1. (UPPER BOUND ON OPTIMAL REVENUE). The expected revenue (over v) of the

optimal auction (with respect to the H;’s) is at most R*.

Proof. First, the expected revenue of the optimal auction is upper bounded by that of the
optimal auction for the case where all H,’s are (F®)~}(1— &) — i.e., where F; = FA for every
i. Second, by symmetry, when bidders valuations are i.i.d. draws from F4%, every bidder has
the same purchase probability ¢ in the (symmetric) optimal auction, and since there is only one
item, this purchase probability ¢ is at most %; it is also at most ¢2. Third, we obtain an upper
bound by dropping the constraint of selling only one item and instead optimally selling to each
bidder with probability q. Fourth, this is precisely k times the revenue of selling to a single
bidder with valuation from F4® using the posted price (F4®)~1(1 — ¢). Fifth, by regularity,
selling to a single bidder with posted price (F4*)~1(1 — ¢) with ¢ < min{g?, £} is no better
than selling with posted price v* = (F4%)~}(max{1 — ¢Z, £71}). The expected revenue from
any one bidder is therefore at most the sale probability times v*, namely min{q2, %} -v*. The
overall revenue, with k bidders, is thus at most k x min{gZ, 1} - v* = R*, as claimed. O

ark
Overview of Proof The high-level plan is the following. Fix an arbitrary auction strategy.
Think of the random choices as occurring in three stages: in the first stage, the F;’s are chosen; in
the second stage, m sample valuation profiles v(V, ..., v(™) are chosen (ii.d. from Fy x - - - X Fy);
in the final stage, the input v is chosen (independently from Fj x --- x Fy). We prove that
the expected revenue of the auction strategy (with respect to all three stages of randomness)
is at most 1 — €(,d) times that of the optimal auction (with respect to all three stages or,
equivalently, the first and third stages only)ﬂ Again, 1 — ¢(, d) < 1 will be independent of k.

This implies that, for every auction strategy, there exists a choice of Fi,..., F} such that the
expected revenue of the auction strategy is at most 1 — e(a, d) times the expected revenue of
the optimal auction for the distributions Fi, ..., Fg.

1YWe prove this statement about the expected virtual welfare, which is equivalent by Theorem

12



By Lemma R* is an upper bound on the optimal auction’s expected revenue (equiv-
alently, expected virtual welfare) for every choice of Fi,...,Fy. The main argument is the
following: there is an event £ such that, for every auction strategy:

(i) the probability of £ (over all three stages of randomness) is lower bounded by a function
~(0) of 0 (and independent of k£ and «);

(ii) given &, the expected virtual welfare of the auction strategy is at least e(a, d) R* smaller
than that of the optimal auction, where €¢(a, d) > 0 is a function of « and § only.

Since by , for each set of bids, the virtual welfare earned by the optimal auction is always
at least that of the auction strategy, (i)—(ii) imply that the expected virtual welfare (and hence
revenue) of the optimal auction exceeds that of the auction strategy by e(a,d)R* for some
constant €(«,d) depending on « and §. Lemma then implies that the auction strategy’s
expected revenue is at most 1 — e(«, d) times optimal.

The Main Argument To define the event £, we use the principle of deferred decisions. We
can flip the second- and third-stage coins before those of the first stage by sampling quantiles

— (m+ 1)k ii.d. draws {qgj )} from the uniform distribution on [0,1]. (Once the distributions
are chosen in the first stage, the valuation o9 s just F; (1 — ql(j ))) We further break the

i
first-stage coin flips into two substages; in the first, we determine bidder types (A and B); in
the second, we choose H;’s for the type-B bidders. The event £ is defined as the set of coin flips

(across all stages) that meet the following criteria:
(m+1)

)

(P1) There are exactly two quantiles of the form ¢
and /;

that are at most %, say of bidders j

(P2) q]('m+1) and qémﬂ) are greater than 26?;

d

(P3) fori=1,2,...,m, q(.i) and qéi) are greater than 7;

J

(P4) one of the bidders 7, ¢ is type A, the other is type B (we leave random which is which);

(P5) the type B bidder (from among j,¢) has valuation equal to the maximum valuation from
its distribution.

The next lemma corresponds to step (i) in the proof approach above.

Lemma 5.2. The probability of € (over all three stages of randomness) is lower bounded by
2

.

Proof. We first sample the k quantiles corresponding to the third stage. Elementary computa-
tions show that property (P1) holds with probability at least iéQ (independent of o and k).
Conditioned on (P1) holding, (P2) holds with probability 1. (P3) is independent of the first
two properties, as it depends only on the second-stage randomness, and it holds with constant
probability of at least e% (independent of «a, k). Proceeding to the first stage, (P4) is indepen-
dent of the first three properties and holds with 50% probability. Conditioned on (P1), (P2),
and (P4) (as (P3) is irrelevant), the probability of (P5) equals the probability that a uniform
draw from [%, %] (used to determine the H-value) is at least the g-value of the type B bidder,
which is conditionally distributed uniformly on (%, %] This happens with probability % We
conclude that all of (P1)—(P5) hold with a positive probability, namely

52
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To work toward statement (ii), we next prove that, for every auction strategy, conditioned
on &, the strategy fails to allocate the item to the optimal bidder — the type-B bidder with
its maximum-possible valuation — with constant probability. It suffices to analyze the auction
strategy that, conditioned on &£, maximizes the probability (over the remaining randomness) of
allocating to the optimal bidder — of guessing, from among the two bidders j, ¢ that in v(™+1)
have valuation at least (F®)~!(1— %), which one is type A and which one is type B. Since the two
bidders were symmetric ex ante, Bayes’ rule implies that the probability of guessing correctly
(given &) is maximized by, for every v(1), ... v(™+1) choosing the scenario that maximizes the
likelihood of the valuation profiles v, ... v(™+D (given £).

Lemma 5.3. Every auction strategy, conditioned on £, allocates to a non-optimal bidder with
probability at least %

Proof. The only valuations that affect the relative likelihoods of the two scenarios are vj(»mﬂ)
and vémﬂ). We already know the optimal bidder is either j or ¢. Property (P3) of event £

implies that the m sample valuations from j and ¢ are equally likely to be generated under
the two scenarios — the distributions of type-A and type-B bidders differ only for quantiles in
0, 3]

Now, given v§m+1) and vémﬂ), the posterior probabilities of the two scenarios are not equal.
The reason is that, conditioned on &, the type-A bidder’s valuation is distributed according
(F*)~Y(q) where g is uniform in [%, %], while the type-B bidder’s valuation is distributed
according to the smaller of two i.i.d. such samplesE Thus, assigning the item to the bidder of
J, ¢ with the lower valuation (in v(m“)) maximizes the probability of allocating to the optimal
(type-B) bidder. The probability that this allocation rule erroneously allocates the item to the
type-A bidder is the probability that a sample for a distribution (the type-A bidder) is smaller
than the minimum of two other samples from the same distribution (the type-B bidder), which
is precisely % O

The following lemma completes the proof of Theorem

Lemma 5.4. The revenue of every auction strategy is at most the following fraction of an
optimal auction’s revenue:

- 9_6(1;312 In mai{e, k} min{l, 5}52 ifa=1
T F0<a<land <qgo a0
1—(1- a21*a)96163 st (kal/(ll_a))a if0<a<1and % <o = /79 < %
1—(1- 0421_&)%5 if0<a<1andqy=a'/0"% < %
1- %5 if a = 0.

12Tn more detail, consider a type-B bidder ¢ and condition on the event that its quantile ¢; = 1 — Fi(v;) is
in [%, %] and that its valuation is its maximum possible, which is equivalent to the condition that its fictitious
quantile g} that generates its threshold H; lies in [g;, %] The joint distribution of (g;, ;) is the same as the process
that generates two i.i.d. draws from [%, %] and assigns ¢; and ¢} to the smaller and larger one, respectively. Note
that the valuation of the bidder is, by definition, (F*)~(1 — ¢}).
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Proof. Condition on the event £. By (), the virtual value ¢p of the type B bidder i equals
0 in yields a lower bound on H; which implies that

H; > (Fa)_l(%); substituting ¢ = ¢

11—« 0

k if = 1.

oy > { L[5 =] ra<

In 5
For the type A bidder, by (f]), the virtual value ¢4 is at most a - (F*)7!(J) — 1; using

again, this implies
l1—a

{cxﬁzh¥fa—4}—l= =
ifa=1.

2k
h’lT —

or < S2t (0 L el

Thus, still conditioned on &,

_ > T—a \§
BT A = if o= 1.

1—1In2
We now bound the fractional loss of revenue. By Lemma & occurs with probability at
least §2/(32¢?). By Lemma conditioned on &, a type A rather than a type B bidder is
wrongly allocated the item with probability % Thus the expected loss of revenue is at least

1 62

{ L (5™ (1—a-2179) ifa<1

g@(@B —pa).
Recall from Lemmathat the optimal revenue is bounded above by R* = k x min{qf7 %} T
where v* = (F4) "I (max{l — ¢/, %1}) is the value corresponding to quantile min{gZ, 1} in

FA2  Recalling @7 we can lower bound the fractional loss of revenue at follows.
If « €]0,1) and q{;1 > %, then the fractional loss of revenue is at least

1 ky1—a| o _
P pp—pa _ 1 (1 a2ty 2 [(5) }5 1—a2l®

3-32¢3 R 3 32e (ke —1) —  96e3

—Q
If « €]0,1) and q{;1 < %, then the fractional loss of revenue is at least
1 k\1l—a _
SR (i L
-«
3-32e3 l—a 96e3k(ga)e
= kad [(qg) - 1} (%)

B (1_a21—a)51+a
- 96e3(gah)e

If ¢2 = o'/(=9) this becomes
(1 —a2!-*)gtte
9663(a1/(1—a)k)a

% this simplifies to
2%(1 — a2'=)5

96e3
%, the fractional loss of revenue is at least

and if ¢ =

Finally, if o = 1, as qé
1-— hl 2 (52.

96€3 min{1, £} In max{e, k}
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6 The Upper Bound

Section describes in detail the empirical Myerson auction, the auction strategy for which
the guarantee in Theorem [3.1] holds.

6.1 The Empirical Myerson Auction

In the empirical Myerson auction, we assume we are given m independent samples from each
distribution F;. The gist is to treat the resulting empirical distribution as the actual distribution
in a Myerson auction (Section , though some additional technical details are required. In our
variant, a number of the samples with the highest values are discarded, and there is a further
detail regarding how to handle any high bids that occur in the auction (i.e. bids larger than the
largest non-discarded sample).

In detail, for each bidder i, we use the samples from F; to construct an “empirical revenue
curve” as follows (see also Figure :

1. Suppose that the m independent samples drawn from F; have values v;1 > vio > ... > vy,
2j—1

Define the “empirical quantile” of v;; as =5 _~.
2. Discard the [£ém]| — 1 largest samples, for a suitable & > () Let S denote the remaining
samples.

25—1 25j-—1 )

3. For each remaining sample v;; € S, plot a point (%=, S —=v;;).

4. Add points at (0,0) and (1,0).

5. While only needed for the analysis, it will be helpful to define the “empirical revenue
curve”, R;(q): this is the curve comprising straight-line segments joining the sequence of
points specified in Steps 3 and 4 above.

6. Take the convex hull — the least concave upper bound — of this point set. Denote the
resulting “ironed empirical revenue curve” by CR;. This curve has constant slope between
any two consecutive empirical quantiles of points of S.

Now define empirical ironed virtual values as follows. For v > v, ém it is simply the value v.
For v < v, : . identify the two samples v;;, v;;.1) € S that “sandwich” v. The empirical ironed
,&m 32 Vi(j+1)

virtual value of v is defined as the slope of the revenue curve CR; in the interval defined by the
empirical quantiles of v;; and ”i(jH)H Note that the empirical ironed virtual value of V; ém is
also V; e and that the empirical ironed virtual valuation is a nondecreasing function of v.
Finally we run Myerson’s auction on these empirical ironed virtual valuations. That is, the
item is awarded to the bidder, if any, with the highest non-negative virtual value (with ties

broken arbitrarily). The winner’s payment is the lowest bid needed to ensure a (tied) win.

6.2 Notation

We next specify notation so as to clearly distinguish parameters for Myerson’s optimal auction
from those for the empirical auction, as our analysis will be repeatedly comparing these two
auctions. After a couple of simple results, Lemma [6.2] bounds the empirical quantiles as a

13The reason for discarding the largest samples is that if they were present there is a non-negligible probability
that they would create a poor approximation at the high value end of the distribution, which is the end that
matters the most. See also [I8].

Y1f v is one of the points of S and there are multiple choices for this slope, we take the largest one.
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CRi(q) / ¢ >

Figure 2: Construction of the ironed empirical revenue curve.

function of the actual quantiles, and vice versa (this is essentially Lemma 4.1 in [18]). Next,
Lemma [6.4] relates the empirical and actual virtual values. With these in hand, in Section
we bound the expected revenue loss due to using the empirical auction as opposed to Myerson’s
optimal auction, assuming for the latter auction that the actual distributions were fully known.

Myerson’s Auction Let MR (the “Myerson Revenue”) denote the expected revenue earned
by Myerson’s auction. Let x;(q) denote the probability that bidder i wins in Myerson’s auction
with a bid that has quantile ¢ in its value distribution. Recall that v;(q) denotes the value
corresponding to quantile ¢ and ¢;(q) denotes the virtual value at quantile q. Let MR; =
Eq,[pi-x;] denote the expected revenue provided by ¢ in Myerson’s auction (recall Theorem [2.1)).
Let g;(v) denote the minimum quantile for value v; sometimes it will be convenient to let ¢
denote ¢;(v). Let r; be the reserve price applied to i in Myerson’s auction, namely the largest
value for which ¢;(g;(v)) = 0. Let g, denote ¢;(r;). Let SR; = Elpi(q)|q > 7i] = ¢, - 74; note
that SR; is the expected revenue if i were the only participant in Myerson’s auction (SR; is
short for “Single buyer Revenue”). Sometimes, to reduce clutter, we suppress the index i when
it is clear from the context. The following claim is immediate from the definitions.

i

Claim 6.1. i MR =)""  MR,.
ii. SR; < MR for all 1.

The Empirical Auction The empirical auction is defined in terms of the “empirical quantile”
q, but its analysis will entail considering its revenue as a function of the actual quantile g. We

specify notation which will distinguish between these two parameters. For v < v, éms We define

the empirical quantile ¢(v) as the solution to v - q = R;(q) in ¢. (If there are multiple solutions,
we take the smallest one.) Going the other way, for an empirical quantile § > &, we define v(q)
as the solution to v - ¢ = R;(g) in v. The empirical ironed virtual value v;(g) of an empirical
quantile § > € is the slope of CR; at ¢. Let Z;() denote the probability that bidder i wins
in the empirical auction with the bid v;(g). Let 7; denote the empirical reserve price, which is
the minimum of #;(£) and the largest value v for which ;(;(v)) = 0, and let G, denote the
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corresponding empirical quantile. Again, to reduce clutter, we sometimes suppress the index i
when it is clear from the context.

The actual quantile ¢ corresponding to empirical quantile g is defined by the relation v;(q) =
0;(q); it is denoted by ¢(v;(q)); we write it as ¢ for short. Finally, we write the empirical
probability of winning as #;(q) = z;(q).

As the auction may draw values v; > 7;(€) it is convenient for the purposes of our analysis to

define g for ¢ < £. Let & be defined by v;(&) = 0;(€). For ¢; < &, we define the corresponding
value of g, as q(q) = éq. Then, for g < &, @;(q) = vi(q).

6.3 Relating the Actual and Empirical Quantiles

The following result is essentially Lemma 4.1 in [18].

Lemma 6.2. Let F' be a reqular distribution. Sl{ppose m independent samples with values
V1 > V2 > ... > Uy are drawn from F. Let v >0, § = > < 1 for some integer a > 0 be given,
and let v be defined by 1+ v = (1 +v)2. Let t, = 23—;1 Then for all v < wv;

q(v) q(v)

(1+7)2’Q(U)(1+7)2} - [<1+u>

&' )

e | ()14 )

or equivalently

0 € | 2 )1 +0)]

(1+v)

with probability at least 1 — &, if vém > 1 and m > S?’) rnax{ n3 n 5}.
Proof. We begin by identifying a subsequence of the samples, v, v,,..., v, with [; <l <
... < ls; we rename the sequence u1,us,...,us for notational ease. It will be the case that
t < (L4+9)t,, for 1 <i < s, and t;, (14 ) > 1. We will show that

(vp) € th__ (1+7) fi eU=/{ }

v —_ , or v ={uy,...,us}.

q\vn 1+7) h Y h 1 s

The claimed bound is then immediate as either each v < Vém is sandwiched between two items
in U, or it is at most u.

We define the [; as follows: I; = ém and [, = (1 + )] if [(1 + )] < m, and otherwise
liz1 is not defined (i.e. i = s). As vém > 1, [(1 4+ 7)ém]| > ém + [yém] > Iy + 1, from which
we conclude that the sequence is strictly increasing and hence well defined.

Next we bound the probability that g(u;) > (1 + v)t;,. Now g(u;) > (1 + 7)t;, only if fewer
than [; = t;,m+ % samples have ¢ values that are at most (1++)t;,. As the expected number of
such samples is (1+4)t;,m, a Chernoff bound gives the following upper bound on the probability
that q(u;) > (1 + )t (cf. [31]):

{ 72tlim
exp{———
P 2(1+7)

1.

Similarly, the probability that ¢(u;) < t;,/(1 + ) is bounded by

}.

exp{ Y2t.m
xpf— L 4"
P 3(1+7)

It will be helpful to bound both #;;m and [t;,, —t;Jm. As Em>1, t,m=(26m—1)/2 > %ém
And as vém > 1, [ti,,, — tiJm > [(L+ )] — L > (6] > [vém] > Lyém.
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Now, by the union bound applied to all the g(u;), we obtain a failure probability of at most:

: 225[ m
;exp{“} +e p{*m}

Y*t,m
< QZGXP{—TW}

V2 Em + (i — 1)yém]
o] P

using the bounds on #;;m and [t;,,, —t;,]m

)
2 exp{—LEm 9z
< { 61+’Y)} < 3exp{_67£m}
} (

1 —exp{— 6713—72) 1+7)

3
. Vﬁm 1
L MO e
1fexp{ 601 ’Y)} 3

We want the failure probability to be at most §. So we need ( ) > 1In 2 5, 1.e.m >
(1+’Y)
v3¢

(1+’Y)1 3_
2

We also need m > In 3 to satisfy the condition in the final inequality. O

6.4 Relating the Actual and the Empirical Virtual Values

Let &, be the event that the high probability outcome of Lemma occurs, namely that for

all v < V) q(v) € [%,q(v)(l + u)] &, occurs with probability at least 1 — §. It will also

be helpful to express the bound on v as a bound on g. To this end, we define £ = ¢; = %
We will repeatedly encounter terms of the form p(Ag) with A > 1; For A\¢ > 1, p()\q) is

interpreted to mean (1); similarly for @.

Lemma 6.3. Conditioned on &,, for all empirical quantiles § > &, CR(q) < G- v(l_%), and for
all ty, = 21 > €, CR(t,) > ty, - v( th(1+v)).

This lemma is not as obvious as it may seem for it concerns points on the convex hull CR
of the set of points R that are used to specify the empirical revenue.

Proof. By Lemma as &, holds, for all ¢, > €,

th - v(ta(1+ 1)) < R(tn) < tn - ”(1t+hy>-
We define L(g) = g - v(q(1 + I/)) and U(q) = q - 0(1-;y) for all q.

Note that for any pair ¢ # ¢' of quantiles, the line joining the actual revenue R(3 +V)
q/

Tipv(1e;) to R(1+u) = H—yv(m) is parallel to the line joining U(q) to U(q'), for the latter
line is obtained by expanding the former line by a factor 1+ v in both the quantile and revenue
dimensions. By the regularity of ¢, the curve defined by R is convex, and consequently, the
points U(q) all lie on their convex hull.

For t;, > &, U(t) is an upper bound on R(t3); it follows that the convex hull for the
empirical revenue, for § > £, is enclosed by the convex hull U(g), and consequently CR(q) <

U(g) =q- U(1+y)
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For the second result, the lower bound, we use a similar argument, but it will apply just
to the empirical quantiles t, > . Now, for any pair ¢ # ¢’ of quantiles, the line joining the
actual revenue R(q(1+v)) = q¢(1 +v)v(¢(1 +v)) to R(¢(1+v)) =¢d (1 +v) -v(d(1+v))is
parallel to the line joining L(q) to L(q'), and hence the points L(g) all lie on their convex hull.
But, for ¢, > &, L(t;,) < R(ty), and consequently the values R(t;) all lie on or above the curve

L(tp,). O
The following lemma, which lies at the heart of out analysis, shows that with high probability¢(q)
is close to some value ¢(q") with ¢ € [y ¢(1 + A)(1 +v)].

Lemma 6.4. Let F be a regular distribution. Suppose that (1 + A) > (1 +v)2. Let t), = 23—%1,
for 1 < h <m. Conditioned on &,, if th_1 < q§ < ty, then

. _ . = - _ t - q v 3SR
i. forallq with £(1+A)(1+V)3 <q,¢(q) < ‘P((H_}L)z) < 90((1-1—A)%1+y)3)+2Z(1+A)(1+V)37;
and
. for all § with € <@, (q(1+ A)(1+v)) < @(tn(1+v)) + 2558 < p(q) + 2552
Proof. The main part of the proof concerns the second inequality in (i) and the first one in (ii).
We begin by proving the inequality in (i). First we give an upper bound on gp((lfrihy)z) and a
lower bound on @(m).
As F is regular, R is convex; thus:

R(irt) — Rirrsiiry)

th (1+v)2 1+4)(1Fv)*
o( ) <
(1+v)? (14?3/)2 - (1+A§?1+u)4

t t t t
o Vo) — e m e i)

th _ th
(14v)2 (1+A)(1+v)4
(1+ A) (1 + ) (1?:/)2) - ”((1+A§}(11+u)4)
2v 41?2 4+ A(l +v)? '

The following bound applies only when (HA;W > ¢ for otherwise ﬁ((HA;#u)?’) is not

defined; the constraint g > £(1 + A)(1 + v)? suffices.
., _
e Ry - Rimsimy)
1+A)(1+v)3" —

th th
A+ — 0+A)(110)3
t t th, t
(1+hu)3 '”((1+hu)2) - (1+A)}(1+1/)3U((1+A)EL1+V)4)

v

(by Lemma

th th
I+ — (I+A)(1+v)3
(1+A)o( (112)2) —( (1+A§]€1+u)4)
A )

Now, we combine the bounds so as to eliminate the term v(m).
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v+ 12 + A1+ v)? th B q
A Ao P naT o
M)+~ (14 A)e(rie)
= A
(14 A)(2v + v?) SR(1 + v)? t t
: A T ((1 +hu>2> )
< 2%(1 + A1+ ) S;

In other words,

v(l+A)(2+v) t _ q v 3SR
<1+ A )“’((1 o) M araaeyy) S AT

Thus ; ~ SR
h _ q v 3
< 2—(1+A)(1
Ao =P arayarwp) T2l Tt
The second inequality in (ii) is shown similarly. We start with an upper bound on go( (1+
A)(1+ v)) and a lower bound on ¢(t,(1 + v)). The first bound applies only when t; > &; here

g > ¢ suffices.

CR(tn(1+A)) — CR(t4)

P(a(1+A)(1+v)) < p(tr(14+4)) <

(14 A)tp —tp
th(14+ A) - o(EA)Y gt (1 + v
< h( ) ( 1-4-21L ) h ( h( )) (by Lemma '
h
(L AR (1, (1 +v))
_ . '
A
oltn(1+ 1)) > RO — Ra(1+v)  0fEA (lER)) — g, (1 + v)u(ta(1 4 1))
T S (14 W) (14 v)
(1+ Ay (1 4 0)20(t,(1 + v))

A —2u —1?

Again, we combine the bounds so as to eliminate the term v (¢, (1 + v)).

—2v — 1?2
Pl + A)(1 +0) = e (tn(1 4 )

(1+ A)[(A =20 — 1?) — A2 (1nlLER))

< (14+v)? 1+v

- A(A —2v —1?)
(1+ A)w(2+v) SR(L +v) (14 AVt [ (14 Aty

< >

S TAQ+oE aray WSR2 v )
v SR

< 2

<25
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In other words,

glatt + 8)1-+0) = (1= "GO et ) < 2570
Thus .
G(G(1+ A1 +v)) < @(tp(1+v)) + 2%7

We now show the remaining inequalities To obtain the first inequality in (i), we note that

by Lemma and &, q > (11/) > + T from which the result follows. Similarly, for the

second inequality in (ii), t5,(1 +v) > g(1 + v) > ¢, and again the result follows. O

6.5 Bounding the Expected Revenue Loss

Finally, we consider an auction with k£ bidders, where the valuation for the ith bidder comes
from regular distribution F;. For brevity, bidder i is referred to as i.

We define &, to be the event that &, holds for every distribution F;.

Let Shtf = >, Eg; - ;] — >_; El¢i - &;]. In other words, MR + Shtf = MR, so it suffices to
show that Shtf < eMR. Recall that g,, denotes the quantile of F; corresponding to the reserve
price for ¢ in the Myerson auction and ¢ denotes the quantile corresponding to the reserve
price in the empirical auction. Also, we let ¢; be a quantile for ¢ in the empirical auction, and
we let g; denote the corresponding quantile in F;. g; and g; are defined similarly with respect
to j. In addition, to reduce clutter, we let 8 = (1 + A)(1 +v)3 — 1.

The next lemma provides an upper bound on Shtf as the sum of several terms which we will
bound in turn.

Lemma 6.5. Conditioned on &,

Shtf = Y / ©i(q:) - vi(qi) dgs —/ ei(qi) - Ti(qi) dgi
i 4i<qr; qi<qr;

IN

> o) fla) ~ () 7)

i

+BZ/_< ei(a;) dgi (8)
=S / i) da. 9)

Proof. We upper bound the second (negative) term in the expression for Shtf.

- / ©i(qi) - Zi(q:) dgi = — /
fIiS(IFi qiqr;
< /
i

) - &i(ai) dai + / _ela)) e da

(3

<q
(9i) - %i(q;) dg; +/ [—wi(q:)] dg;
<q7- 1+,8 qr; <qi<qr
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and

—/ i) - Ti(q;) dg;

— (1+8) / oila) - @) dai + B / oila) - Fi(ai) da;
4i<qr;/(1+B) 4i<qr;/(1+B)

4 ~ ¢ i ~
< _ . . da: (a:) - di(a:) das
> /qigqri 901(1 T B) xz(l + 5) g+ B <, 901(%) xz(Qz) qi
~ di
< - (i) - Ti dgi + i(¢i) dg;.
/qig(]ri eilas) Z(l + fB) ' qi<qr; eiles) das
Substituting in the expression for Shtf yields the result. O
The bound on is simply
B> SR; = kB - MR. (10)
i

In the following lemmas we bound the terms @ and . To bound @ we partition the integral
into two intervals. The intervals are the ranges ¢,, < ¢; < max{¢;, ¢r,} and max{¢; ,7qn.} <qg <
gr,, respectively, where §; is the quantile of F; corresponding to empirical quantile &.

Lemma 6.6. Conditioned on &,

/ —r(g)] dai < E(1+ 1) - MR,
qr; SqiﬁmaX{Ei,qri}

i

Proof. If & < gy, the integral is zero and the result is immediate. So we can assume that
& > qr,. Note that —;(¢;) is a non-decreasing function of g;; thus its smallest values in the
range ¢; > ¢, occur in the integral we are seeking to bound. It follows that

fi - qn‘
[ relande<$=0 [ o) d
ar; <qi <& —4ri Jgr,<q

i —i(qi)] dg;
S&/qmgqi[ vi(q:)] dg

=< fi/ vi(q:) dg; (as / ©i(q:) dg; = 0)
%<4r; 0<¢;i<1
=& SR <& MR <E(1+v)-MR.

The last two inequalities follow from Claim [6.1](ii) and Lemma respectively. The result
follows on summing over i. O

Lemma 6.7. Conditioned on &,

E

/ [—wi(ai)] in] < 2VZ SR; < 2kv - MR.
max{&;,qr; }<qi<gr; p

i

Proof. let x; = max{&;,q,,} and let X; = max{¢, G,,} be the corresponding empirical quantile.
Again, if x; > gr, the integral is zero and the result is immediate. So we can assume that
Xi < gr;. The derivation below uses Lemma to justify the first and third inequalities; the
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second inequality follows from the definition of 7; as the empirical reserve price since ; > €.
Conditioned on &,

oo o> TS X vi(X:) > Xi - vi(Xi) (1)

: 1+v 1+v (1+v)?

Thus
_ 1
/ [~i(¢:)] dgai = xi-vi(xi) —ar - Ti < Xi-vi(Xi) [1 - 2] (by (L1))
max{&;,qr; }<q: <qr, (1+v)
< YBHV)p <9y SR <20 MR.
(14 v)2

O]

It remains to bound term .
Before proceeding to the next lemma we need some additional terminology, namely the
notions of i-safety, and of large and small amounts.

Definition 6.1. The vector of quantiles ¢ = (q1,q2, - ,qx) is said to be i-safe if g, > € for all
h # 1.

We will also write q = (¢;, g5, ¢—ij) and q = (gi, g—i), when we want to focus on just two or
one coordinates of the quantile vector.

We define large and small amounts with respect to ¢;(¢;) and ¢;(g;) as follows.

Definition 6.2. Let p and p' be defined as in Lemmal[6.9 Suppose that ¢i(q;) > ©;(q;). ¢i(a:)
is said to exceed ¢;(q;) by a large amount in the following cases:

i. For g >&(1+p),

v SR; v SR;
wilas) = pilag) 2 25 (14 0) - 2=+ 23—
i. and for ¢; < (14 ),
(i) — '(q')>21&
Yilg; wil\dj) = A ij .

Otherwise, ¢;(q;) is said to exceed p;(q;) by a small amount.

The following lemma bounds the probability that ¢ wins by a large amount over j in the
Myerson auction at quantile q, while j wins in the empirical auction at quantile q/(1 + ).

Lemma 6.8. Conditioned on &,, for any pair i and j, and for any q;, if q; > £, then the
probability of the following event is bounded by (1 + B)* — 1:

1 wins wn the Myerson auction by a large amount over j at quantile q, and j wins
in the empirical auction at quantile q/(1 + 5), where q = (¢;, q—;) is i-safe.

Proof. We begin with the case that g; > £(1+ A). Given &, by Lemma for £(1 4 B) < @,

¢i(6:) < @il i) +2%(1+8) - 58 and for £ < j, §;(3;(1+A)(1+v)) < 95(g) +2% 5% Thus,
= (7 v SR;
(@1 + A1 +v) < 9(g) + QZ(TJ
J
v SR; i :
< pilq) — ZZ(l +5) - 7 (from Definition )
_ G
< @i
—¢H+g)
G
< i3 J:ﬁ)
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Thus we have a lower bound of ¢;(g;(1 + A)(1 + v)) and an upper bound of @j(lijﬁ) on the
remaining terms. Clearly these can both hold only for a limited range of ¢; and hence of gj,
which we bound as follows. Define ¢; = arginfg, {@;(g;(1+ A)(1+v)) < @i(g/[1+ f])}. Then
these bounds can hold at most for g; satisfying q; < g; < g;(1 + A)(1 +v)(1 + 8). To obtain a
probability bound, one needs to express the range in terms of the ¢; quantile, namely ranging
at most from ¢;/(1 + v) to min{1,¢;(1 + A)(1 + v)*(1 + B)}, i.e. with probability at most
(1+A)1+v)>(1+8)—1=01+p8)?—

When g < £(1 + f8), we proceed similarly. (The third inequality below follows because for
G < &, %i(3;) = vi(¢;), and the fourth inequality holds because (E%) + ) < ¢ by assumption.)

3@ 1+ D)L+ 1)) < () + 250 < i(g)
495

< max {v;(g;),vi(&)}
<o

i(min{g;, £})
) qi 49
The rest of the argument is as for (i). O

(AN
i

Lemma 6.9. Conditioned on &,

Z/_< | ©0i(qi) - [Ti(q) — Z4(

%

! dZ
1+y

< [(k —DEQ+ )+ Rk -D[A+B8)? =1+ (p+p) +4k(1+B)(1 —i—u)% In

Proof. We let £7(g;) be the event that quantile q = (g;,¢—;) is not i-safe. Clearly Pr[Ef] <
226 < (k—1)&(1+v). Let 2¢(g;) be the probability that i wins when the quantile q = (g;, ¢—;)
is not i-safe. Note that x;(g; | q is not i-safe) < x;(¢;), as having some ¢; be small only increases
the probability that j wins. Thus

25 (gi) < (k — DE(L + v)zi(qi). (12)

We let xf denote the probability that ¢ wins both in Myerson’s auction with i-safe q =
(i, q—i) and in the empirical auction at quantile q/(1 + ).

We also introduce notation to measure the probability of wins by small and large amounts,
for i-safe quantiles. We will be measuring the probability that ¢ wins in the Myerson auction
at quantile q = (¢i, gj,¢—s;) and j wins in the empirical auction at quantile q/(1 + 3), for some
q—ij- ©;;(gi, q;) measures the probability of this event in the case that the win in the Myerson
auction is by a small amount, and xéj(qi,qj) measures the probability of the event when the
win margin is large.

Switching perspectives, we let i’fj(qi, g;) denote the probability that ¢ wins in the empirical
auction at quantile q/(1 + ) and j wins by a small amount over ¢ in the Myerson auction at
quantile q, where q = (¢;, ¢j,q—ij) is j-safe. Clearly, a?ji(qj, qi) = wfj(qi,qj).

We also note that

wi() = 28(g8) + 2b(a) + 3 / it ap) +2lya0) doy (13)
g 42

and for q; > €,

~ qi
‘(1+5 >a; (gi —i—;/ q,,qj)dqj (14)
i#] =
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By Lemma [6.8]
/g_ (4, q5) < (1+8) - (15)
;>

‘We obtain:

)

X, o Kmf(q” ratla)+ 3 [ ety +x£j<qz-,qj>) s
- ( QZ +Z

JFi

7 qi>qr;
: :/ / Qqul dq] dql (16)
<qr;

<y / (k= D&+ 1) - ilar) - 2o(as) das + (b — DI(1 + )2 — 1] / oilar) das
3 qlgqu qigq”‘l
(using ([2) and (I5))

5 qu)) d%] dg;  (using (13) and (14))
2

c\

+ ZZ / wi(qi) - 23(qis ) dai dg;
Qi<QTi7QjZ§

i ji
- / wi(q5) - 75,(a5, i) dai dg;
4 <qr;,3; 2§

J

< (k- 1)5(1+1/)ZMR¢ +(k—=1D)[(1+8)°-1]> SR, (17)
DM lilar) - 23 (i 43) — 05(05) - 5405, )] dai da (18)

3 ]752 ‘h<qr :‘I]<QT »‘I]>§
D3 oilar) - 28, (a5, ) da; dag. (19)

i j#i ql<Qr17QJ>Qr 7‘1]>§

‘We bound f in turn.

(k-1 +v ZMR + (k- )[(1+6)2—1]ZSRi
< (k- 1)5(1 +v)MR + k(k — 1)[(1 + 8)? — 1]MR. (20)

We can deduce from that

Z/ >g$fj(Qian) dg; < zi(q:) <1, (21)
j#i Gz
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and from ([14)), for g; > €,
- 5 q;
5:(q5, qi) dgi < B5(—1=) < 1. (22)

Z/ (0 9) dql_z/zo ( 1+

1#] ity v

For , recall that $fj(%,qj') = ~ﬂ(qj,%‘) Thus when g; > f_j, if g > &1+ B), vi(q:) -

254 ¢5) — ¢5(45) - 25,(¢5, @) < ;2% SR] +2%(1+ 8) - B4) and if ¢ < (14 B), @i(q) -
w30, 45) — @i(qy) - & ﬂ<q],qz><xm[2”SRﬂ] Equivalently, if ¢ > £(1+ 8), ¢i(q:) - 5 (ai, 45) —
ei(a) Bilaynar) < TG 9k Sy 9k (1 4 )-SR and if i < E(L+ B)., ilar) 23 (aira5) —
0i(a) - &gy, ) < ”ﬁ’pf”)[QVSR] Thus

/ (pilar) - 23500, 05) — 03(a5) - #4(a5, )] das dg;
i i Y 6000 Sar 32€
z}:(Giy 4 v SR; v SRi
855y ) [ 200 ]
i g <ary Gi2E(148),45<ar;,3 > tp & !
N 0 4) v SRy e
a s 140 A g ’
i j#L qigq”,qi<§(1+ﬂ),qj§qr-,%25 e K
SHW|

i j#i <qr; i 1+u£ qJ<qT 15

i

(1+ﬁ)(1+y).s

~xi (g, q5) dg; dg;
>£ A % z](l ]) 7 7

SR, (1
—i—Z/ i 2ZM dg; (using (22)). (23)
T e 2a2 1 j

For , we note that as ¢; > ¢;, ¢;j(g;) < 0, and then when there is a small margin win
by i, by definition, if £(1 + 8) < g, ¢i(q;) < 2% SR] +25(1 + Bk, if §1+8) > @,

Thus

ilq) < 2% SR] . Also, the constraint g; > £ 1mphes qj > ) +V)

/ vi(qi) - 775, q5) dq; dg;
i i Y G Sdr; 45> ar; 3 >€

v SR; .
SZ/ K(ler) " dg; (using )

5 Y aj>max{gr; oo j

+>> / 22 (14 8)(1 4+ 1) 2

T2 a2, 0,2602E048) A gi

w3 (qisq5) dgi dg;  (24)
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Combining and yields
Z / _[%‘(qz‘) 'ffffj(qz‘, qj) — ¢;(q;) 'i’;i(qj‘, ;)] dgi dg;

i ]761 <q”:qj <QT~717]'>§

2.2

/ vi(qi)xi; (i, q;) dgi dgj
9i<qr;,q5>qr; i >€

=)
v SR,
<> / 2 (1 +v)—2 dg;
j ‘1]215_,/ A 4j

SR; .
3 250005 (i @)

T 4ai

, A v o (1+v)
< Zi:(;w o' )MR; + Zj:zAu +8)(1+v)SR;In ]
+ 22%81%]-(1 by i
< 41%(1 + A1+ )i MR, (25)

We are now ready to bound Shtf.
Lemma 6.10.
Shtf < MR [kS + k%6 + kB + k€(1 + v) + 2kv + (k — D)E(L + v) + k(k — 1)[(1 + B)* — 1]]
1+ V:|
ik

Proof. In the event that £, does not hold for some Fj, which occurs with probability at most
ké, the contribution to Shtf is at most

ko [Z /_< | ©i(gi)xi(q:) dg; — /‘< ©0i(q:) i (q;) dqi]

< k6MR + k:éZ/ ) [—wi(q:)] dg;
qr; <qi @»

i

+MR {413(1 +B)(1+ u)% In

< BOMR+ 15y / ia:) dai (as [, oilai) dgi = 0)

<Q'r
< kOMR + k6 Y~ SR; < k0MR + k*0MR.
Otherwise, the contribution is given by summing the bounds from , Lemmas [6.6}
and [6.9] O
Proof of Theorem [3.1: We first choose A, v,{ < 5. It is easy to check that then (1 +6)?2-1=
1+A21+v)° —1<2A0+A)(1+v)8 +61/(1—|—A) (1+v)> < (2A+6v) (£ ) < 4A +11v.
Similarly, 5 < 2A +4v, and 4(1 + B)(1 +v) <4 (%)5 <4- % = 6. Consequently,

_ 1 2
Shtf < MR |kd + k20 + 2kA + dkv + 3kE + 2kv + 4k(k — D)A + 11k(k — L)y + Gk% In ¢ z”)
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It suffices that Shtf < eMR. To this end, we bound the right hand side of the above expression
by e. To achieve this it suffices to choose v, &, §, and A as follows:

1
1

(4h(k—1) +20)A = e

o

HE = e

1 2 1
4k:y+2ku+11k(k—1)u+6k21n(—zy) = 4

It suffices that

b = o(5)
s - o)
¢ - o)

One final detall is that we need to set f also, but it suffices to note that f '3 + 5, and so

By Lemma ( +ln T ) suffices. Recalling that 14+v = (147)2, so v = O(v),
we obtain that m = Q(k—7 1 ) suffices. O

7 Conclusions

This paper proposes a general model for learning a near-optimal auction from data, in the form
of i.i.d. samples from unknown distributions. It provides upper and lower bounds on the sample
complexity for the case of single-item auctions, and shows that the number of samples required
to obtain a (1 — €)-approximation of the optimal expected revenue scales polynomially with
both the number k& of bidders and with % We conclude by listing some of the many directions
in which this work could be extended.

1. Prove tight bounds (in terms of k£ and %) on how many samples are necessary and sufficient
to achieve expected revenue at least 1 — e times the maximum possible. (See [28, [32], [16]
for recent progress.)

2. Prove good sample complexity upper bounds for settings other than single-item auctions.
(See [32] for recent progress.)

3. Are there natural settings where the learning problem is information-theoretically easy
(meaning polynomial sample complexity) yet computationally hard (under complexity
assumptions)?

4. Identify multi-parameter problems, less general than those in [19], where a near-optimal
mechanism can be learned from a polynomial number of samples.
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5. For problems where a (1 — €)-approximate mechanism cannot be learned from a poly-

nomial number of samples, identify the best-possible approximation factor for which an
approximately optimal mechanism can be efficiently learned.

. If some of the bidders that contribute the samples are the same as the bidders that

participate in the final auction, then these bidders need not bid truthfully. (Underbidding
could result in lower payments in the future.) Is it still possible to learn a near-optimal
auction in this setting?
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